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ABSTRACT

Research funding organizations, particularly at international level, are increasingly promoting the
creation and maintenance of open access research infrastructures (RI). These resources have
assumed a pivotal role as support for the new open and networked science in their dimension of
technical and operational frameworks that allow scientists and stakeholders to collaborate and
share scientific data and results. In Social Sciences and Humanities (SSH), the creation and
exploitation of open data platforms is still attempting to catch up with longer-standing practices
in the “hard sciences” as the resistance to wider data sharing has not yet been completely
overcome. This paper aims to describe how a large project, financed by the European
Commission, managed the creation of a RI in the field of SSH, showing the steps undertaken to
comply with the GDPR regulations and prepare the data for useful sharing and reuse. In this
regard, the authors present the case study of the Horizon 2020 “CultureLabs” project, placing
emphasis on some specific practical factors that they believe are particularly important for
implementing open access principles in the establishment and maintenance of RIs in the new
course of science based on sharing and openness. In particular, the authors will focus on creation
of “useful” and GDPR-compliant data and the impact on research activities as a result of their
(re)utilisation; the control of the data management process; and the compliance with funders’
requirements (e.g. in terms of data security). The reflection on the interplay of these aspects,
operated through a case study, appears to be crucial in moving away from a merely theoretical
approach to addressing the issue of open access, and it hopes to serve as a guide or a warning for
those who create and administer open RIs.
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1. INTRODUCTION

Research funding organizations, particularly at international level, are increasingly promoting
the creation and maintenance of open access research infrastructures in all research fields (cf.
ESFRI, 2018; European Commission, 2020b). Referring to the domain of Social Sciences and
Humanities (SSH), research infrastructures can serve as long-term institutions anchored in public
policies and non-competitive resources accessible to all, addressing not only the needs of
scientific communities but also a diverse range of stakeholders (Renschler et al., 2013; Dusa et
al., 2014). On the one hand, the shared exploitation of these resources is fostering a new mode of
knowledge production characterized by the promotion of network-building processes and a
broadening of research impact, nurturing the idea of ‘networked collaborative science’ (Nielsen,
2011). On the other hand, their maintenance and opening can determine a profound effect on the
way in which research in the SSH is organized, offering two visible advantages — cost efficiency
(since the research data is produced once and reused) and the promotion of a balanced
competition. All whilst proposing new challenges, from the tension between data access and
confidentiality, to overcoming fragmentation and financing issues (Ciula et al., 2011).

Despite the trend toward the establishment of open data platforms, particularly in the SSH
domain, a significant proportion of knowledge remains inaccessible, and the sharing of empirical
data appears to be excessively fragmented (Dutton & Meyer, 2009; Jarolimkova & Drobikova,
2019; Spinello, 2019). Scientific data is more likely to be opened and shared when career benefits
are perceived as connected with these practises and above all when regulations from funding
institutions encourage researchers at the cost of depriving them of research funding (Kim & Adler,
2015; Schmidt et al., 2016; Chawinga & Zinn, 2019).

Under the last European Framework Programmes and Horizon 2020, the European
Commission set itself as a funding body for constructing, extending, opening and/or updating
research infrastructures for all scientific disciplines, incentivising and regulating open access
practises, and making them essential prerequisites for funding (European Commission, 2020b).
Creating open data research infrastructures means developing a purposeful attempt to make all
raw research data fully available for public access following the principles of transparency and
reproducibility. This process of opening data raises several issues, ranging from privacy and
security requirements to the generation of “useful” data, the meeting of funders’ requests, and the
impact on research activities as a result of their exploitation.

This paper aims to describe how a large project, financed by the European Commission,
managed the creation of a research infrastructure in the field of SSH, showing the steps
undertaken to comply with the GDPR regulations and prepare the data for useful sharing and
reuse. In this regard, the authors present the case study of the Horizon 2020 “CultureLabs” project
by reflecting on the processes involved to ensure open access data requirements in the framework
of a new mode of knowledge production based on data sharing. In particular, the authors will
focus on the provision of “useful” (and compliant with GDPR) data to be shared and the impact
on research activities as a result of their reuse, the control of the data management process, and
the practicalities related to adhering to the requirements imposed by the funders.

This contribution is organized as follows. Section 2 briefly discusses the key terms
characterizing the new knowledge production process — openness and sharing — and introduce the
concept the research infrastructures as ideal basis for the implementation of these practises; the
subparagraph 2.1 reports the peculiarities of research infrastructures specifically in the SSH
domain; Section 3 will present some critical aspects related to data openness and introduces the
related dimensions of interest for this contribution; Section 4 and the respective sub-paragraphs
will present the CultureLabs project case, presenting the infrastructure and the selected aspects
related to the open data management process; the last section is dedicated to the perspectives for
management of the open access data hosted in research infrastructures.
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2. THE NEW PATH OF SCIENCE BASED ON OPEN AND SHARED RESEARCH INFRASTRUCTURES

Over the past two decades, the research world has revised processes and practices related to
the production and sharing of new knowledge across all disciplines (cf. Gibbons et al., 1994;
Martin, 2003; Borgman, 2007).

Some authors have outlined the contours of a “new path for science”, an unprecedented
paradigm based on the sharing of information wealth and the intensity of data (the so-called “data
deluge”) with a greater potential for the resolution of scientific issues (Hey et al., 2009). The
abandonment of a static view of the scientific process, characterized by rigidity of roles and
disciplines, has given way to the emergence of distributed and collaborative knowledge networks
based on the interdependence of researchers’ skills (Nielsen, 2011).

In parallel, the progressive institutionalization of research data as a common and shared good
has given relevance to the concept of openness in terms of data accessibility oriented towards
ever wider audiences of researchers and society (Boulton et al., 2012). The production of
knowledge has found more and more space outside academic institutions, which have been
required to collaborate more intensively with civil society through sharing (or transferring)
knowledge, skills and results achieved, for maximizing the benefits obtainable from scientific
research. There are many actors involved in this collaborative process, and each has their own
specific needs: (i) the researchers with their ideas and results (constantly looking for new funding
opportunities); (ii) universities and research institutions called upon to adapt to new global,
European or national policies (e.g. the evaluation of the social impact of research); (iii) the private
sector that needs to overcome the economic recession; (iv) governments that promote the
evaluation of their investments in order to justify the expenditure of public resources.

In this context, research infrastructures have assumed a pivotal role as support for the new
open and networked science in their dimension of technical and operational frameworks that allow
scientists and stakeholders to meet, collaborate, and share scientific data and results. Research
infrastructures refer to “facilities, resources and related services that are used by the scientific
community to conduct top-level research in their respective fields”. This “institutional” and very
generic definition (as noted by Ciula et al, 2013) covers: “major scientific equipment or sets of
instruments; knowledge-based resources such as collections, archives or structured scientific
information; enabling ICT-based infrastructures such as Grid, computing, software and
communications; any other entity of a unique nature essential to achieve excellence in research”
(European Commission, 2008, p.10). In the domain of SSH, the reference is focused on data
archives, repositories, and collections; national and international statistical facilities and research
data service facilities; registers and survey-led studies/databases (MERIL project, 2011).

Recognizing the strategic importance of research infrastructures, the European Commission
has qualified them as research resources to facilitate interdisciplinary and institutional
collaboration as well as the enabling of public-private partnerships (cf. European Commission,
2020b), investing in their creation and maintenance within its Framework Programmes and
Horizon 2020. Over recent years, many infrastructures at the European or national level that have
arisen within time-limited research projects have developed into more stable institutions,
increasingly incorporating user groups through methodological innovations and the incorporation
of new research topics (an example is FP7-RISIS project, see RISIS project, 2013).

With a view to the structuring process of the European Research Area, the European Strategy
Forum on Research Infrastructures (ESFRI) is responsible for identifying the most relevant
research infrastructures on the basis of scientific excellence and competitiveness, facilitating
multilateral initiatives that allow their development and better use (cf. ESFRI, 2018). Integration,
interoperability, and — above all — management of openness to the scientific community and
relevant stakeholders are among the basic attributes of the new research infrastructures of
European relevance. This ESFRI initiative of mapping, supporting, and promoting research
infrastructures is part of a larger effort to encourage a joint approach to data sharing across Europe
that is driven by research policies and compliance with GDPR regulations.
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2.1. Research infrastructures in SSH and resistances to data sharing

As reported above, research infrastructures in the domain of SSH refer to categories of
academic material collections, data repositories/archives/platforms, and structured research
databases. A further classification may be relevant when it comes to platforms or databases that
allow differentiating between project-driven platform/databases, derived from specific projects
limited in time and scope, and infrastructures of European interest or of international standing
(cf. German Council of Science and Humanities, 2011).

As for the latter category, there is a growing presence of institutionalized data collections at
the European level, characterized by wide openness to the research community, updating and
interoperability. ESFRI identifies research infrastructures of pan-European interest distinguishing
between landmarks (e.g., CESSDA - Consortium of European Social Science Data Archives;
CLARIN — Common Language Resources and Technology Infrastructure; DARIAH — Digital
Research Infrastructure for the Arts and Humanities) and projects (infrastructures not yet mature
and developed but of scientific excellence). The ESFRI Roadmap emphasizes their strategic
importance for European research development and advocates for their timely support and
implementation (ESFRI, 2018).

Nevertheless, SSH are characterized by the presence of a multitude of smaller infrastructures,
developed in relative independence within specific research projects (German Council of Science
and Humanities, 2011; Spinello, 2019). In this domain, it is very common to create data
collections which are focused and tailored to answer punctual research questions and intended for
the use of primary creators (Dutton and Meyer, 2009). Usually, when these resources are no
longer able to meet the expectations or when they lose their connection to the development of
research methods, their exploitation is terminated. The external availability and the relative
openness of the data from these kinds of infrastructures depend on specific agreements and
conditions stipulated with the sources of the data itself or with the funders of research (cf. OECD,
2013; Kim & Adler, 2015).

In general, the mode of usage and the mutual exploitation in the SSH scientific community of
research infrastructures is attempting to catch up with longer-standing practices in the so-called
“hard sciences” as the resistance to wider data sharing has not yet been completely overcome.
The idea that data openness is beneficial to science does not appear to be deeply embedded in the
culture of some researchers; on the contrary, the desire of scientists to maintain a competitive
advantage over their peers persists. Borgman (2012) discusses a true conundrum which is inherent
in the issue of balancing the benefits and drawbacks of opening scientific activity: researchers
fear losing competitive power by sharing their findings as they fight for funding, career, and
publications. Jarolimkova & Drobikova (2019) found that social scientists are less willing to share
their data and are more concerned about potential ethical and legal problems. In the Italian
context, Spinello (2019) noted that the community of social scientists is still grappling with the
early stages of the transition process towards a way of producing knowledge based on open and
shared research infrastructures, characterized on one side by a relative lack of opening practises
with reference to the project-driven ones and on the other by a reduced exploitation of the open
data from the European-level ones.

Although an infrastructure can be established as part of a specific research project, with
relatively few users, it may potentially be expanded into a resource open to a wider community.
In this regard, what is hoped by many observers is that the data contained in project-driven
infrastructures for SSH can be increasingly open and shared, allowing the social sciences to
abandon the model based on isolated databases and to embrace one focused on infrastructures that
contribute to scientific provision, offering the same starting conditions to every member of a
scientific community in terms of access to data and information, without restrictions (cf. Dusa et
al., 2014).
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3. CRITICAL ASPECTS RELATED TO OPEN DATA

Given the persistence of resistances, the processes of data opening still needs a promotion
through mechanisms such as the obligation imposed by national or international funding agencies
(cf. Schmidt et al., 2016; Chawinga & Zinn, 2019). Nevertheless, these obligations are
transforming into an increased awareness within the research communities about the importance
of the practices of opening and sharing data. The publication of the Royal Society’s report
"Science as an open enterprise™ (Boulton et al., 2012) signalled a significant paradigm shift in the
dynamics of scientific knowledge production, highlighting a general trend toward a greater
openness among scientists, in terms of incentives for collaboration and their relationship with the
wider society, the growing recognition of the value of open scientific data collection and their
visibility, and the use of common standards for sharing information in order to make it more
widely usable. One of the report’s primary points can be summarized with “open access to open
data”, and research infrastructures are becoming the appropriate means for dealing with the
requirements of this new course of science.

According to Pasquetto et al. (2015), the debate over open data and how to access it is
characterized by eight recurring dimensions of interest: users; legal aspects; dissemination
methods; access standards; management and conservation; sharing scale; material references; and
related benefits. Sharing research data for the use of others (namely, individuals who did not
participate in their production) implies the identification of the target audience. The extension of
the range of sharing varies depending on the “reuse” perspective of data assumed by data
producers. The conditions of “reuse” are foreseen in the strategy of administration, preservation,
and care, which are stated in the preservation policy documents. From a legal perspective, open
data producers can allow external access while protecting their intellectual property and limiting
operations on the data in a variety of ways. The most commonly adopted solution is the use of an
Open Data Commons license, which demands that data is reused provided that the source, the
privacy configuration, and the ethical constraints are cited. These are specified in appropriate
GDPR-compliant documentation that describe the collection methods, sources, and purposes for
which they were obtained. Technical data access is intrinsically linked to data dissemination
modalities, which can range from online publications on personal or institutional websites, to
arrangements in archives or repositories, to the creation of more complex relational structures in
the form of public databases. Direct contact with data is generally obtained through digitally-
mediated solutions such as Digital Object Identifiers (DOI), which are based on the World Wide
Web standard and Linked Open Data and allow for the generation of "executable sheets" to extract
data and perform analysis. Although most open databases have access requirements that are more
or less identical, there is no coordinating mechanism for international data exchange currently in
place, and research data sharing procedures vary by format, management style, and disciplinary
field.

In this contribution, the authors focus on some specific practical factors for implementing
open access principles in the establishment and maintenance of research infrastructures in the new
course of science based on sharing and openness. They can be summarised as follows: (i) creation
of “useful” and GDPR-compliant data and the impact on research activities as a result of their
(re)utilisation; (ii) the control of the data management process; (iii) the compliance with the
funders’ requirements (e.g. in terms of data security). Based on the Horizon 2020 CultureLabs
project’s experience (two out the three authors were involved in the project), in the following
Section the authors will describe how a large European Commission-funded project implemented
these critical points. The reflection on their interplay, operated through a case study, appears to
be crucial in moving away from a merely theoretical approach to addressing the issue of open
access, and it hopes to serve as a guide or a warning for those who create and administer open
research infrastructures.
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4. THE CULTURELABS CASE: PURPOSE, CREATION, MANAGEMENT

This Section explores the practices and the steps undertaken within the CultureLabs project
to pursue a research data open access policy in the attempt of establishing and maintaining a
research infrastructure in an ethical manner. The first subsection (4.1) describes the CultureLabs
project, including its main objectives, the type of data generated as part of its research activities,
and the main intended beneficiaries of this data in its open access form. The reflections stemming
from a retrospective look at the data management-related actions and practices within the project
have been clustered under three main categories that see a dedicated subsection each: the pursuit
of usefulness in opening the access to the research data and the subsequent impact that pursuing
an open access policy may have on the research design (4.2), the distribution of responsibilities
among the actors involved in the data management process (4.3), and the practicalities related to
adhering to the requirements imposed by the funders (4.4).

4.1. The CultureLabs project

CultureLabs (2018-2021) was a 3-year European project funded under the Horizon 2020
Societal Challenges pillar. The project aimed to develop novel methodologies and ICT tools to
facilitate the creation, management, and implementation of social innovation-compatible and
cultural heritage-oriented participatory projects. This aim was mainly pursued through a dual
approach: on the one hand, the design and development of an online research infrastructure
hosting an extensive pool of resources to generate new, or enrich existing, participatory projects;
on the other hand, the deployment of four pilot actions that serve as best practices for the
involvement of disenfranchised, marginalised, or disadvantaged groups in the fulfilment of
cultural heritage-related objectives (Kaldeli et al., 2019).

The CultureLabs Consortium was comprised of nine partners from across Europe, including
actors with different expertise such as cultural professionals from museums with experience in
community-oriented approaches (People’s History Museum in the UK and Museovirasto/Finnish
Heritage Agency in Finland), field staff from non-governmental organisations working with
migrants (Cooperative Social COOSS Marche Onlus in ltaly), social innovators (Fondazione
Sistema Toscana in Italy and Platoniq CoLaboratory in Spain), researchers from the fields of
computing and social science (Sheffield Hallam University in the UK and the European Forum
for Migration Study of the University of Bamberg in Germany), and technical experts (the
Institute of Communication and Computer Systems of the National Technical University of
Athens and Singular Logic in Greece).

The several macro areas CultureLabs operated within were translated into a variety of
research data collection processes. Throughout the project, the CultureLabs Consortium carried
out five areas of research as summarised by Table 1.

Table 1. Summary of research areas and related methodology and research participants of the
Horizon 2020 CultureLabs project

RESEARCH

RESEARCH TOPIC METHODOLOGY PARTICIPANTS

Representatives from the
GLAM sector (Galleries,
Institutional Libraries, Archives, and

Stakeholders’ needs and . 90 Surveys . Museums), non-governmental
; ) 17 semi-structured interviews L
services analysis report organisations (NGOs), and
educational institutions in
Europe
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Communities needs and
living heritage analysis
report

101 surveys
27 semi-structured interviews

Representatives from migrant
and refugee communities,
cultural sector, and NGOs active
in cultural work with migrants
and refugees

Platform’s functional
requirements

66 surveys
24 semi-structured interviews

Cultural professionals and
community facilitators working
with/for migrants and refugees

Platform usability evaluation

30 surveys
5 cooperative evaluations
9 focus groups’ participants
8 semi-structured interviews

Cultural professionals,
community facilitators working
with/for migrants and refugees,
human-computer interaction and

interaction design experts,

pilots’ collaborators and
participants

Pilots’ participants (including
people with a migratory
background) and collaborators
(including cultural professionals
and professionals dealing social
inclusion issues)

48 surveys
37 semi-structured interviews
12 focus groups’ participants

Pilots monitoring and evaluation

Each of these research endeavours was carried out independently, with its own research design
and set of research questions, methodologies, and research participants. All research was carried
out across Europe with a geographical scope focused on — but not limited to — the partnered
countries (namely, Italy, Finland, the UK, Spain, Greece, and Germany). The bulk of the research
participants was composed of institutional stakeholders and members of migrant communities.
The stakeholders were professionals from a variety of fields related to the wider topic of social
innovation via cultural heritage. Stakeholders participating in one or more of the research outputs
included, among others, cultural professionals, community facilitators working with and for
migrant and refugee communities, and educators. The members of migrant communities involved
were people who moved away from their place of usual residence across an international border,
temporarily or permanently, to countries in which the research took place. Alongside established
first- and second-generation migrants, some of the research endeavours included refugees and
asylum seekers.

To systematically pursue openness and transparency, in the early stages of the project the
CultureLabs Consortium established a comprehensive Data Management Plan (DMP). The
creation of a DMP was required by one of the nine work packages of the project to investigate the
existing legal and ethical frameworks at the national and EU level, within which the variety of
research data produced as part of the project’s research activities (including, among others,
surveys’, interviews’, and focus groups’ data as reported in Table 1) was to be managed. With
this task in mind, the project focused on creating open access research data in light of enhancing
the ability of identified stakeholders (namely, cultural heritage institutions, NGOs and other
organisations working with/for migrants and refugees, and public administrations) to integrate
participatory and collaborative practices in their work, as well as to provide researchers,
practitioners and, possibly, immigrant communities around Europe, with information about
participation in cultural heritage (CH)-related activities. Together with the wider community of
academics and researchers in the field of cultural heritage and social innovation, these listed
figures represent the main target audience of the open access data made available by the project.
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The choice of these targets is consistent with the idea of contributing to a wider deployment
of participatory projects, which represented one of the main ambitions of the CultureLabs project.
The lack of easy access to truthful information on best practices is considered one of the main
barriers experienced by cultural professionals and community facilitators when trying to deploy
digital technologies to facilitate the participation of communities at risk of exclusion in CH-
related activities (Giglitto et al., 2019). CultureLabs contributed to overcoming this systematic
barrier not only through the design and development of the CultureLabs platform but also by
making the research data gathered available to these interested parties.

Such an endeavour led to many decisions from which some lessons learnt as well as
considerations revolving around the idea of creating useful open access data, the actors involved
in the data management process, the meeting of funding requirements, and the impact on research
design have been drawn. These considerations will be discussed in the following four subsections.

4.2. The CultureLabs infrastructure: creating useful open access data and impact on research
design

Although European-funded projects can take advantage of a variety of helpful guidelines and
procedures (European Commission, 2014; European Research Council, 2017), managing a
research infrastructure of this scale whilst ensuring accessibility and transparency is not an easy
task. This case study asserts that the key to creating open access data is making it useful to actors
outside the project. To ensure this, careful planning and consideration from the beginning of the
project were essential, especially when gathering sensitive data and simultaneously adhering to
individual partners’ organisational research ethics protocols. For CultureLabs, an additional
consideration was that the project’s research data was being gathered by several partners with
differing levels of experience in relation to conducting and implementing research practice. This
meant the need for a shared understanding about applying ethical research practices, towards
making the research data useful to external agencies, as well as consideration for which these
audiences might be, for example, research communities as well as the professionals figure
described in Section 4.1.

Although the emphasis of each of the research activities listed in Table 1 was on gathering full
details on the professional circumstances as well as the social and cultural contexts of the research
participants, this emphasis was sidelined when it was time to openly share this research data. In
fact, the decision was taken to completely anonymise all open access data to protect the
individuals involved who had shared sensitive data about themselves and their contexts. The
refugee or pending status of some individuals further influenced this approach as part of the
Consortium’s research duty of care. For the open access data, the process of anonymisation meant
that the finer details were partially lost, creating a paradox by which the data managed internally
is richer and potentially more useful than the data made openly available to interested parties. On
the one hand, omitting data to protect participants’ individual identities is essential for ethical data
collection and wider dissemination; on the other hand, removing contexts can reduce the richness
and meaningfulness of the data.

CultureLabs chose to gather detailed research data that was needed for the deliverables —
especially as personal information was helpful for future contact and subsequent methodologies.
As the project opted for not anonymising the data stored privately by keeping sensitive content,
the research design was not compromised and rich and meaningful data could be gathered. It was
only upon the second planned iteration of the DMP, almost three years into the project, that the
need for open access data was acted upon by removing all personal information (including names,
countries of origins, country of residence, and affiliation) before uploading the datasets publicly.
In hindsight, finding a balance for anonymising data by replacing personal details with contextual
pseudonyms so that individual identities were not revealed but context was preserved through
metanarratives would have been a preferred approach, but time constraints impacted the approach
taken to be compliant.
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It is important to reflect upon the consequences of this choice in terms of the usefulness of
open access data. The cultural context for research data can be what makes it meaningful to others.
CultureLabs’ Consortium administered research across several European countries and the
context was unique in each case. Therefore, the researchers also needed to think about how the
cultural context was represented (ethically) within the data set and the management of this can be
difficult when individual case studies may reveal such different results. It would have been ideal
for CultureLabs to have designed the research around the open access nature of the data
management so that certain questions such as personal individual and demographic data were
never included. However, this would have contradicted social science data collection protocols
whereby demographic details and personal information are gathered in order to enrich, cross-
compare the data, and conduct follow-up activities with participants. This final arrangement can
be considered partially fruitful in terms of usefulness of data. The research data generated by the
project and stored internally can serve as a basis to explore, understand, and disseminate about
complex issues such as practices of institutional stakeholders involved in cultural approaches
and/or the promotion of social integration of disadvantaged groups (Giglitto et al., 2019), the
needs and expectations of migrant and refugee communities in relation to sharing their intangible
cultural heritage, and the role of digital technologies in bridging cultural heritage communities
(Giglitto et al., 2021). However, the data ultimately uploaded publicly has undergone an
additional process of anonymisation to be GDPR compliant that caused some of its heuristic value
to be sacrificed in the name of open accessibility.

4.3. Responsibility and control: the actors in the research data management process

A key challenge in devising a research infrastructure is establishing responsibility for the
research data management processes. This includes where the data is stored during and after the
research has been conducted, the length of time it is available as open access, as well as upon
whom the responsibilities of monitoring it lie beyond the lifespan of the project. For CultureLabs,
some of these issues were negotiated early in the project and based upon the project’s description
of work but the finer details to action these protocols were established in a more reactionary
manner. For instance, it was agreed that a cultural institution was responsible for the DMP based
upon the organisation’s large size and capacity to execute it and the assumed expertise related to
intellectual property rights based on their extensive archives and collections. The DMP developed
by CultureLabs was designed with these considerations in mind and Sheffield Hallam University
(SHU) - one of the project partners — took responsibility for the storage and management of the
research data, given the strength of their existing research concordat and their institution’s
technical infrastructure. It is crucial that large research projects dedicate, from the outset, a proper
amount of time for identifying the suitable expertise and available resources to lead the data
management process, in light of ensuring smooth processes concerning complicated procedures
such as storage and long-term preservation as well as the legal and ethical aspects associated with
it.

For CultureLabs, it was also helpful to ensure that there was an element of knowledge transfer
in relation to key aspects of research governance across the project. Whilst academics may adhere
to responsible research protocols (to help ensure robustness and integrity), partners with less
practical research experience may be unaware of professional standards in relation to research
practice (UKRIO, 2009; ALLEA, 2017). Gathering research data was not part of the
organisational mission of some partners, who therefore did not have any formal regulations or
policies concerning data management, research ethics, or research integrity that they could draw
from within their organisations. A key consideration for the project as a whole was negotiating
between the existing data governance models, and therefore partners with stricter and more
established policies and codes of practice took more ownership towards guiding those with less
extensive experience. Whilst some time was factored to consider these aspects, the reality is that
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organising and coordinating several different partners towards a concrete working agreement may
take more time than planned.

4.4, Practicalities: meeting the funders’ requirements

To comply with the EU data protection rules (European Commission, 2020a), the data
produced within the CultureLabs project data needed to be stored securely. Simultaneously, it
was also essential that multiple partners based across Europe were able to access a central system
whereby they could upload, store, and access data. There also needed to be a separate repository
allowing the data to be openly accessible by interested parties.

To fulfil the first objective, CultureLabs used an existing secure server supplied by SHU which
allowed access to the project partners through a password-protected system that ensured the
project data was stored and shared securely. Whilst setting up such a system may appear
straightforward, it takes additional time for coordination and continuous use. For instance,
requests for access to the servers were dependent upon a central IT service within the host
institution. The hosts were therefore responsible for mediating all communications between the
partners and the IT service.

To openly share data, CultureLabs made use of Zenodo, which is a repository that supports
most file formats, while being Open AIRE-compliant (Sicilia et al., 2017). Given that it placed
no restrictions on licenses, it allowed the Consortium to consider suitable Creative Commons
licenses. For this project, data associated with academic publications was licensed under Creative
Commons Attribution-NonCommercial 4.0 International, whilst all metadata can be exported via
OAI-PMH and harvested. Submissions to Zenodo are given a DigitalObject Identifier (DOI) and
items are retained for the lifetime of the repository. Data files and metadata are backed up every
24 hours and copies of the data are replicated into an online system. Whilst registration is required
to upload and submit data, it is not needed for downloading data that is under open access status
from the repository (CERN & OpenAlIRE, n.d.).

Unsurprisingly, European projects are required to be compliant with the open access regulation
(European Commission, 2014) but unless there is existing key expertise within a project’s
consortium, additional considerations for the time and administration that is involved for training
and complying with open access requirements needs to be given. A clear understanding of the
requirements for compliance for open access is essential from the start of any EU project,
therefore, prospective consortiums should carefully consider a partner who can lead to ensure that
the project will be compliant. Additionally, part of the data management expertise concerns not
only the consideration for who will be responsible for the management of the data, but also the
decision about who will be responsible for monitoring the infrastructure and ensuring compliance
with GDRP guidelines as well as any additional national regulation in place.

Being GDPR compliant also means reflecting upon which digital survey tool to use for data
collection. For instance, those based with servers outside of the EU are less likely to be GDPR
compliant. For CultureLabs, that meant that online surveys could not be distributed via a
commonly used service like Google Forms, nor could data be temporarily stored for example on
Google Drive or in Dropbox, which were all platforms the partners were familiar with. For survey
distribution, CultureLabs chose to make use of an open source GDPR compliant software called
KoBoToolbox. Although fit for purpose, the use of this tool required the partners to develop the
necessary skills to learn how to use it effectively. Besides, the project needed the involvement of
an IT expert that could create and manage a local version of the software to be adapted to the
needs of each research design. This demonstrates how the choice of appropriate survey tools for
data collection should be therefore planned in advance, consistently with the available expertise
within a consortium. Whilst adhering to this regulation should be standard practice, regulating
individuals’ use of tools may be challenging, especially across international boundaries. Partners
can recommend and guide others but they ultimately cannot easily control which systems
individuals use. This is particularly poignant considering the compelling fines established for
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infringing GDPR (Wolford, n.d.).

Finally, the multi-linguistic aspects of the data should also be considered. Ideally, research
gathered in one language needs to be translated for wider dissemination for international open
access. Although an inevitable part of most collaborative international projects, translating data
while adhering to the GDPR framework is not an easy task, and the time or the money to do it are
not usually factored in. International projects have to rely on expensive translation services from
companies that are aware of or sensitive towards GDPR issues or, if possible, take advantage of
internal resources such as bilingual partners. The latter option was the one adopted by the
CultureLabs’ Consortium, as part of the collected data was in a variety of languages such as
Finnish, German, and Italian, and had to be translated into English in order to enhance the
reusability of the resulting shared datasets.

5. CONCLUSIONS AND DIRECTIONS FOR FUTURE STUDIES

In the era of collaborative and open science, research infrastructures play a critical role,
promoting dynamic research processes and in conveying the expanding “data deluge” (Hey et al.,
2009) available to scientists and other potential users. On the one hand, these resources aim to
support fluid ways of organizing scientific work by furthering a collaborative model based on
common research interests by sharing scientific and technical knowledge and methodological
practices (Nielsen, 2011); on the other hand, they contribute to the institutionalization of scientific
results as a public good (cf. Boulton et al., 2011) by redefining the relationship between the field
of research and society, as well as by providing a common space for discussion.

The case of the EU Horizon 2020-funded project CultureLabs’ showed what the process of
building and managing a research infrastructure that adheres to the principles of open access
entails. Using the CultureLabs project as a case study, this paper highlighted a number of
important considerations to be addressed which are generated as a result of having devised a
research infrastructure for the compliance with open access data. Particularly, the authors
concentrated on some selected points in this regard: i) creation of “useful” and GDPR-compliant
data and the impact on research activities as a result of their (re)utilisation; ii) the control of the
data management process; iii) the compliance with the funders requirements (e.g. in terms of data
security).

As this paper draws directly from CultureLabs’ experience, the reflections reported here may
constitute a preliminary framework for in-depth studies about the management of research
infrastructures. Following, the authors outline five possible directions for studies concerning the
management of research infrastructures. The various challenges that arise when considering open
access rules in research and how to best handle them are left for discussion as open questions.

Dissemination and awareness. In the case of the CultureLabs project, one of the reasons for
creating open access data was to ensure that cultural heritage institutions, NGOs and other
organisations working with/for migrants and refugees, and public administrations as well as
researchers, practitioners and, possibly, immigrant communities around Europe could more easily
access data information about the project. In the actual experience of the project, it was found that
‘access’ is more complicated than simply accessing data files. Individuals need to have knowledge
of the data repositories, as well as the technological skills and system capabilities to access the
files and make use of them (even if data has been organised and made accessible). Just because
data is made available does not mean that it will be accessed, consulted, or used. How effective
is research infrastructure dissemination in clarifying contents and possibilities? How much of it
is aimed at certain target audiences? And, to what extent is the intended audience aware of the
presence of these resources?

Incentives for a definitive breach for sharing. Some researchers are still concerned about
someone “stealing” their data, rather than having a vision open to the concept of “sharing” from
which it is possible to obtain mutual benefits in terms of knowledge growth. Particularly in the
social sciences, the motivation to share does not appear to have spread, and the exploitation of
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shared resources is still in its early stages. From this point of view, we question if there is a need
to include open science practices in research evaluation for career advancement. Furthermore,
possible directions for future research can turn towards determining whether seniors favor or
discourage open science practices among junior colleagues.

Open access ‘best practises’. Evaluation of research infrastructures is essential for generating
“best practice” for data research open access as well as identifying possible limits in current
approaches to managing open access data. But, since data differs so greatly from project to
project, what really is best practice? While practices in regard to open access data may be
improved by considering specific research infrastructures, they may be improved even further by
monitoring who actually accesses the data and for what purpose so as to understand how data is
reused. To do this, it would be costly for the projects both in terms of time and access to the
monitoring systems but, in the long term, detailed insight of how the data is used could help to
further shape practices.

Expertise for building and managing open research infrastructures. Expertise is needed not
only for the production of the contents of a research infrastructure (scientific expertise) but also
for understanding and applying policy such as GDPR (and what limitation it imposes) and other
regulations (administrative and technical expertise). The working groups that are involved in the
construction of an open research infrastructure must be able to count on real technical and legal
support. To what extent are these skills required from the same researchers who contributed to
the creation of the data? If the researcher is partly required to have expertise in computer science,
how much are they willing to invest in legal training?

Interoperation and searching tools. The construction of common data structures for
interoperability and reusable data flows are essential for implementing a system of research
infrastructures which is accessible and user-friendly. Common agreed rules on metadata can also
facilitate the processes of searches. Sometimes, good metadata services, both for stand-alone and
integrated infrastructures can be more important than the actual data since they can summarize
the real contents for the users. Furthermore, given the “data deluge”, if open access data becomes
standard, finding and searching for specific data sets may become more difficult as the data
amounts and repositories grow. How much “connectable” infrastructures are really interoperable
and to what extent are metadata services being appropriately developed and using a common set
of standards?

We believe that these open questions can serve as key starting points for critical discussions
that are needed to enrich the practices around open access and data management, as well as to
provide the ground for future analysis and empirical work.
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